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Abstract: When the data structure is large and complex, the extraction of information hidden within the data is called data mining. In 

the context of data mining, there are numerous methods developed for statistical data analysis. When these methods are classified as 

conventional-classical methods and current methods, factorial ANOVA (FANOVA) and Logistic Regression (LR) methods are shown as 

conventional methods, while decision trees called Classification Tree (CT) and Regression Tree (RT) can be shown as current methods. 

The method to be used in statistical data analysis is directly related to the researcher’s hypothesis (i.e. purpose) and variable type. 

Therefore, the choice of data analysis method is important. In this regard, studies in which methods are examined comparatively are 

guiding. In this study, a dataset on which inferences could be made by ANOVA, LR, and CT methods was analyzed.  With this dataset, 

the relationship between the birth type (single-twin) as dependent variable and the yield year and maternal age as independent 

variables in an Awassi sheep flock was examined. The findings of each method were interpreted in its own specific way. The methods 

were compared in terms of explaining the similarities and differences of the information they presented and the relationship between 

dependent and independent variables.It was concluded that each method offered different inferences based on purpose and 

perspective. It is believed that it is the right approach for researchers to determine the data analysis method appropriate to their goals 

by taking into account the data structure. 
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1. Introduction 
Data constitutes the raw material of scientific research. 

Data can be obtained under controlled conditions 

through experimental studies as well as it consists of 

information formed in their natural environment and 

collected in the relevant data center. In experimental 

research, data is obtained by simulating the actual event. 

Obtaining data in this way is difficult, but analysis 

processes are easy. 

After the data obtained depending on their actual 

occurrence is collected in the relevant centers, these data 

can reach a large data size in terms of volume, diversity, 

and rate of occurrence. These data can also be in a 

complex structure consisting of a large number of 

dependent and independent variables. An important part 

of scientific research today is comprised of the extraction 

of hidden information in this large and/or complex data. 

With a more clear expression, a dependent variable being 

studied is formed in a complex structure as a result of the 

effects of a large number of independent variables 

(factors). By examining the effect(s) of an independent 

variable(s) on the dependent variable, the researcher 

may aim to determine the significance, magnitude, or 

direction of these effects. 

There are many statistical methods developed to extract 

information hidden in complex data. Statistical methods 

used for this purpose are generally called data mining. 

There are many methods in data mining. These methods 

are widely used in fields such as economics, health, 

education and agriculture. The best known of these 

methods are Naïve Bayesian Classifiers (NBC), Artificial 

Neural Networks (ANN), k-Nearest Neighbor Approach, 

Support Vector Machines (SVM), and Decision Trees 

(Alev Çetin and Mikail, 2016). The use of these methods 

in animal husbandry was discussed by Alev Çetin and 

Mikail (2016) in a comprehensive review study and 

examples of studies in this field were presented. 

The decision tree method, one of the data mining 

methods, contains a large number of algorithms. The 

major types of these algorithms are as follows: CHAID 
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(chi-squared Automatic Interaction Detector), Exhaustive 

CHAID, CART (Classification and Regression Trees) SLIQ 

(Supervised Learning in Quest), MARS (Multivariate 

Adaptive Regression Splines), SPRINT (Scalable 

Parallelizable Induction of Decision Trees), and QUEST 

(Quick, Unbiased, Efficient Statistical Tree) (Vupa 

Çilengiroglu and Yavuz, 2020). 

To be able to make inferences from a data set based on 

the purpose of the research, appropriate statistical 

methods are used. In some cases, a data set can be 

analyzed with different methods for the same purpose. 

The most important issue here is whether the data set is 

in accordance with the assumptions (data volume, 

variable type, normality, etc.) that the statistical method 

to be used for its analysis considers necessary. 

Another issue in choosing the appropriate analysis is the 

accuracy of the information produced by the method. 

Choosing the appropriate statistical method for the 

current dataset is also related to the researcher’s 

“statistical literacy”. To shed light for researchers, studies 

that comparatively examine the information produced by 

statistical methods applied to the same dataset and their 

reliability and the selection criteria of the correct 

statistical method have been conducted. Şata and Çakan 

(2018) examined Logistic Regression (LR) and CHAID 

methods comparatively in educational sciences, while 

Vupa Çilengiroğlu and Yavuz (2020) examined LR and 

CART methods comparatively on life satisfaction data. 

Kurt et al. (2008) comparatively examined Logistic 

Regression, Classification Trees (CT), Regression Tree 

(RT), and Artificial Neural Networks (ANN) methods on 

coronary artery diseases, while Kuyucu, (2012) 

comparatively examined Logistic Regression Analysis, 

ANNs, CART classification, and Regression Tree methods 

in the medical field. Kacar and Karakoc (2020) examined 

LR, CT, and RT methods comparatively on housing prices. 

CART, CHAID, and Exhaustive CHAID decision tree 

algorithms were studied comparatively on animal 

husbandry data by Tatlıyer (2020). 

One of the methods of multi-factor data analysis is 

factorial (multi-factor) analysis of variance (FANOVA). 

Although the use of this method in the analysis of 

complex data is older than other methods, it is still 

widely used today. This method is used if there are 

effects of a large number of factors, whose subgroup 

numbers are equal or different, on the dependent 

variable (Bek and Efe, 1989; Yıldız and Bircan, 1994). 

Because the method is old and its use is widespread, it is 

a method that is better known by researchers in terms of 

interpreting analysis inferences. Whereas there are 

studies more commonly examining LR, CT, RT, or ANN 

algorithms comparatively in the literature, studies 

comparing the factorial ANOVA (FANOVA) method with 

the above-mentioned methods have not been 

encountered. FANOVA method is a more conventional 

and classical method than other methods. Although the 

inferences of the FANOVA method differ in one 

dimension from other methods, it also offers similar 

inferences. Therefore, it would be useful to compare the 

FANOVA method with the current methods. 

The objectives of this study are: 1) interpreting the 

inferences produced by FANOVA, LR, and CT methods 

specific to all three algorithms, 2) discussing information 

produced by the methods in terms of their similarities, 

differences, or superiority by examining the inferences of 

the methods comparatively. 

 

2. Material and Methods 
2.1. Animal Materials 

The data of the study belongs to an Awassi flock in 

Ceylanpinar Agricultural Enterprise located in Sanliurfa 

province in Türkiye. Data were obtained from the yield 

and breeding records kept in the flock between 2006 and 

2010. In this study, all available records regarding the 

sex, year of yield, type of birth and maternal age (dam 

age) of Awassi lambs were used. Data material of the 

study consisted of data about 5454 head sheep that gave 

birth between 2006 and 2010. Mating of sheep in the 

enterprise is held in June and births begin in November 

and are completed by the end of that year. Therefore, the 

year in which pregnancy is provided and the yield year 

usually occur in the same year. The conclusion of birth as 

twins is a desirable condition in sheep flocks. Giving birth 

twin is a result of the genetic structures of the animals in 

addition to environmental factors such as care-feeding, 

pasture status, and climate in the flock during the year of 

pregnancy. The inheritance level of the property of being 

twin as birth type is low (Notter, 2008; Vatankhah and 

Talebi, 2008; Cottle et al., 2016); it occurs as a result of 

environmental factors. 

2.2. Statistical Analysis 

In this study, the birth type (single or twin) was 

considered as a dependent variable, the yield year and 

the maternal age as independent variables. In the 

enterprise from which the dataset of the study was taken, 

the yield year and the maternal age factors, which are 

thought to be effective on the birth type, were archived. 

Some other factors, such as the season in which 

pregnancy is achieved and the genetic groups formed in 

the flock, can be considered effective on twin births. But 

since they were not archived, these factors could not be 

studied in the data analysis. The data was analyzed by 

three different data analysis methods. These were 

FANOVA, LR and CT methods. Since the dependent 

(predicted) variable (birth type) is denoted by Y, and the 

independent (predictor) variables (yield year and 

maternal age) are denoted respectively by X1 and X2, the 

functional relationship between the dependent variable 

and the independent variable is written with the matrix 

form as follows (Equation 1): 

 

Y=X+ (1) 

 

Where; Y is the vector of the dependent variable, X is the 

fixed effect matrix,  is the coefficient matrix of fixed 

effects,  is the independent error vector.  
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2.3. Factorial ANOVA Method 

 In variance analysis, the dependent variable Y must be 

continuous and the independent variables X (factor) 

must be discrete. But variables exhibiting binomial 

distribution fit the normal distribution assumption if the 

volume of data (n) is too large (Yıldız et al., 2020). In this 

case, the analysis of the data can be done using the 

ANOVA approach, which prioritizes the normality 

assumption. In this context, the biometric model used in 

data analysis for the FANOVA method in this study is 

written as follows (in this model, the linear biometric 

model was used), (Equation 2): 

 

Yijk =  + ai + bj + ab(ij) + eijk (2) 

 

where;  

Y: Observation vector of birth type 

: Population mean of the birth type 

ai:  Fixed effects of levels belonging to the variable of 

yield year  

bj: Fixed effects of levels belonging to the variable of 

maternal age 

ab(ij): Interaction effect of yield year and maternal age  

eijk: Random residuals (random error); eijk N; (0,2e). 

 

2.4. Chi-Square Independence Test and Logistic 

Regression (LR) Method 

Chi-Square independence test is preliminary test for LR 

analysis.  The independent variables found to be 

significant according to chi-square independence test are 

included in the LR analysis model. The analysis process 

related to Chi-Square independence test was explained 

by Yıldız et al. (2020). 

Simple and multiple linear regression methods give 

accurate results under the assumptions that the 

dependent variable and independent variables are 

continuous variables with normal distribution, the 

independent variables are measured without error, and 

the error term of dependent variable is eN(0,2) 

(Özdamar, 1999). If the dependent variable is discrete, 

the appropriate data analysis method for the relationship 

between the independent variables (can be discrete or 

continuous) and the dependent variables is logistic 

regression. If the dependent variable has two results 

(binomial), the method is called “Binary Logistic 

Regression” 

When a binary dependent variable is denoted by Yi =(0,1) 

and the independent variables by X  (X1, X2, …Xp), the 

regression model of the binary variable is written as 

(Equation 3): 

 

Yi= 0+1Xi (3) 

 

Here, since the Yi categorical dependent variable shows 

the Bernoulli distribution, the expected value of Y is 

0≤E(Yi)=≤1; when the logit transformation of it is 

applied, the final model for the binary logistic regression 

is as follows (Bircan, 2004; Vupa Çilengiroğlu and Yavuz, 

2020), (Equation 4): 

 

𝜋(𝑥𝑖) =
exp⁡(𝛽0 + 𝛽1𝑋𝑖)

1 + exp⁡(𝛽0 + 𝛽1𝑋𝑖)
 

or 

𝜋(𝑥𝑖) = [1 + exp⁡(−𝛽0 − 𝛽1𝑋]
−1 

(4) 

 

In the logistic regression model, the estimation of the 

coefficients of the variables is obtained using the 

“maximum likelihood” method. The significance of these 

estimated coefficients is determined by the “G statistic” 

or the “Wald test” (Çokluk, 2010). 

Exp() values included in the logistic regression 

summary tables are exponential logistic regression 

coefficients. This value is also the Odds ratio (OR) 

calculated for each variable. For OR, 0  OR   can be 

written and it is the ratio of two values to each other, 

such as “occurrence rate” and “non-occurrence rate”. In 

other words, OR logarithm does not take a negative value 

(Çokluk, 2010; Vupa Çilengiroğlu and Yavuz, 2020). 

OR is a metric measurement that bases on a level for each 

of the discrete variables, and by accepting this level “1”, it 

refers to other levels as a multiple of this. 

In logistic regression analysis, the model fit reported 

with the measures of the Cox and Snell R2 statistics, the 

Nagelkerke R2 statistics, the Hosmer and Lemeshow test, 

and the overall χ² test results. The Cox and Snell R2 

statistics and the Nagelkerke R2 statistics tend to take 

small values. Therefore, reporting these R2 values is not 

recommended (Alpar, 2011; Şahin, 2017). This R2 values 

between 0.20 and 0.40 indicates that the accuracy of the 

model is high (Şenel and Alatlı, 2014). If the probability 

value of the Hosmer and Lemeshow test is P>0.05, it is an 

indication that the model is fit. 

In LR analysis, the dependent variable is natural-class or 

must be turned into the natural-class position. 

Independent variables can be discrete or continuous. 

This analysis method requires to have large sample sizes 

(at least 15; ideal 20 and above) in each subgroup of each 

independent variable. There are no other assumptions 

that restrict the method other than these two 

assumptions. Therefore, LR is a much preferred data 

analysis method in the analysis of the relationship 

between the dependent variable and the independent 

variables. Another important reason why the method is 

preferred is that LR also does not require the 

relationship between the independent and dependent 

variables to be linear. The functional relationship can be 

exponential or polynomial. LR can produce non-linear 

models by assuming that there is a logit relationship 

between dependent and independent variables. LR 

analysis is a useful method that performs logarithmic 

transformations to bring the relationship to a linear form 

by preserving the nonlinear relationship in cases where 

the relationship between the dependent and independent 

variables is nonlinear (Şata and Çakan, 2018). 

A detailed explanation of the statistics produced by this 
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method was made by Çokluk (2010), while other reasons 

for choosing the method were explained by Çokluk 

(2010), Şahin (2017) and Şata and Çakan (2018). 

Analysis findings that should be reported in studies using 

LR analysis were summarized in a review study 

conducted by Şenel and Alatlı (2014). For further 

information on LR analysis, these sources can be 

referred. 

2.5. Decision Tree and CHAID algorithm 

 In the context of data, another method applied for 

determining and analyzing the relationship structure 

between dependent and independent variables is the 

decision tree. The aim of decision trees is to estimate the 

outcome values of datasets by developing a model based 

on data mining (Güner, 2014). Multiple regression and 

LR analyses are considered classical methods in 

relationship analyses (Gacar and Karakoç, 2020). The 

decision tree method is an up-to-date method and has 

been widely used in data analysis in recent years. 

The structure of decision trees is similar to the natural 

tree structure, that is, it is in the form of roots, branches 

and leaves. Decision trees begin with the root, which 

covers all observations in the dataset, and are divided 

into branches that divide the data into subgroups. In the 

tree structure, separated from the root to the branches, 

each knuckle is named “node” (Pehlivan, 2006; Gaçar and 

Karakoç, 2020). The test process for each divided node is 

performed, and the branching process continues 

consecutively to the last node. After the separation 

process is finished, inferences are made based on the 

ratios belonging to the divided nodes and the categories 

within the last branch (group). 

In the decision tree method, heterogeneous datasets are 

divided into homogeneous subgroups depending on the 

dependent variable. According to Dangeti (2017), the 

separation process is carried out by examining values 

such as entropy, Chi-Square, variance reduction criterion, 

and homogeneity structure in nodes (Özgür and Doğanay 

Erdoğan, 2020). Using these techniques, homogeneity 

measurements are carried out from the root node to the 

terminal nodes. The resulting values on the terminal 

node are the values estimated for the dependent variable. 

A large number of algorithms are used to create a 

decision tree. The main ones of these are CHAID, exhaust 

CHAID, CART, SLIQ, MARS, SPRINT and QUEST 

algorithms. In decision tree algorithms, the method is 

called a Classification Tree (CT) if the dependent variable 

is discrete, and a Regression Tree (RT) if the dependent 

variable is continuous (Breimann et al., 1984; Özkan, 

2012; Koç, 2016; Eyduran et al., 2016). 

Because the dependent variable discussed in this study is 

discrete, the decision tree created will be the 

classification tree. It is also reported that the CHAID 

algorithm works better in discrete data (Şata and Çakan, 

2018). In this direction, the CHAID algorithm was 

selected to create the classification tree. 

In this research, the results of the analysis in all three 

methods will be interpreted separately. In addition, the 

following considerations will be examined in relation to 

all three methods: 

a) The information they provide and the level of 

model-specific fit 

b) Significance states of the independent variables 

c) Compatibility of similar statistics offered by 

methods 

d) Information specific to the methods (i.e. inferences 

found in one method not found in the other 

method). 

 

3. Results and Discussion 
The relationship between the independent variables 

(yield year and maternal age) and the dependent variable 

(birth type) was analyzed by FANOVA, LR, and CT 

methods, and the findings are summarized below. 

3.1. Results of the Factorial ANOVA 

If the number of observations is too large, the variables in 

the binomial (binary) property show a normal 

distribution. The analysis of variance (ANOVA) results 

belonging to yield year and maternal age variables, which 

are thought to have an effect on the binary birth type 

(single and twin) variable, and the interaction of these 

two variables are summarized in Table 1. 

According to the results of factorial (multi-factor) 

analysis of variance (FANOVA), the effect of yield year 

and maternal age on birth type (single or twin) was 

found to be significant (P<0.001) (Table 1). In other 

words, in terms of birth type, there were statistical 

differences between birth years and maternal ages. Also 

in terms of birth type, the interaction of yield year and 

maternal age was not statistically significant (P=0.071). 

However, the observed probability was very small. This 

indicates that there may be differences between some 

ages in terms of birth years in further analysis. Since the 

aim of this study was to compare analysis methods 

(FANOVA, LR and CT), no further evaluation related to 

the interaction was performed. It was satisfied with the 

evaluation of the main variables. 

 

Table 1. ANOVA results related to the birth type 

Source df Mean of squares F P 2 Power 

Yield year  4 6.215 32.149 <0.001 0.023 1.000 

Maternal age  3 3.220 16.657 <0.001 0.009 1.000 

Yield year x Maternal age 12 0.320 1.653 =0.071 0.004 0.862 

Error 5434 0.193     

R2= 0.895 (Adjusted R2= 0.895). 
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Duncan’s multiple comparison test was used to 

determine the statistically significant factors’ subgroups 

one of which is different from the other. When multiple 

comparison test results were evaluated in terms of yield 

year (Table 2), it was determined that the highest twin 

birth rate occurred in 2010, and it was followed by 2008. 

While the lowest twin birth rate occurred in 2009, the 

difference between 2006 and 2007 was not statistically 

significant. When the confidence interval is evaluated, the 

twin birth rate can go down to 25%, or up to 45% in the 

95% confidence interval. Also when confidence limits for 

years are evaluated, while the upper and lower limits for 

similar years (2006-2007) overlap, the limits for 

different years are separate. For example, when 

evaluating the years 2007 and 2008, it is seen that the 

upper limit of 2007 (1.30) is statistically different from 

the lower limit of the following 2008 year (1.33). A 

similar situation is also observed when other years are 

evaluated. In research studies, confidence interval 

findings present additional information about between 

what values the point estimate (mean or ratio) will be. 

When evaluating the twin birth rate in terms of maternal 

age, this rate is the lowest in 3-year-old dams. The twin 

birth rate increased with age and occurred at the highest 

rate (about 34%) in 6-year-old dams. However, in terms 

of dams aged 4, 5, and 6, the differences between twin 

birth rates were not statistically significant. In these age 

groups, twin births occurred at rates close to each other 

(between 23% and 32%). When confidence limits were 

evaluated, the upper limit value of 3-year-old dams 

(1.25) was found to be different from the lower limit 

value of 4-year-old dams (1.28). However, in the 

statistically similar age groups of 4, 5 and 6, the lower 

and upper limits did not differ from each other. This 

suggests that the difference in age groups is not 

significant. In summary, it is necessary to express that 

presentation of confidence interval values as well as 

point estimates (mean, ratio, etc.) makes a significant 

contribution to statistical inferences. Therefore, 

confidence interval values should also be presented as 

findings. 

3.2. Chi-Square and LR Results 

Dataset this study meets the assumptions of binary LR 

analysis one-on-one. The dependent variable (birth type) 

is binomial variable, single and twin. In LR, independent 

variables can consist of a combination of discrete and 

continuous variables. Here the independent variables are 

discrete. The LR method is sample size-sensitive, and it is 

necessary to have at least 15 (ideal 20 and above) 

observations in subgroups of each factor variable. The 

volume of observations in this study is quite large. If the 

independent variable or variables are categorical, 

performing Chi-Square (2) independence analysis as a 

preliminary analysis of LR can be helpful in creating the 

LR model. Chi-Square analysis results values for yield 

year and birth type are presented in Table 4, and Chi-

Square analysis results for maternal age and birth type 

are presented in Table 5. 
 

Table 2. Birth type statistics by years 

Yield Year Mean SEM 
CI: 95%  

Lower  Upper  

2006 1.25c 0.017 1.22 1.28 

2007 1.27c 0.016 1.24 1.30 

2008 1.36b 0.016 1.33 1.39 

2009 1.19d 0.016 1.16 1.22 

2010 1.42a 0.016 1.39 1.45 
a, bMeans marked with different letters are different with an error of P<0.05. 

 

Table 3. Birth type statistics by maternal age 

Maternal Age Mean SEM 
CI: 95% 

Lower Upper 

3 1.23b 0.009 1.21 1.25 

4 1.30a 0.012 1.28 1.32 

5 1.32a 0.015 1.29 1.35 

6 1.34a 0.020 1.30 1.38 
a, bMeans marked with different letters are different with an error of P<0.05. 

 

Table 4. Distribution of birth type by yield years, and 2 test results 

Birth Type N=5454 
Yield Year 

Total 
2006 2007 2008 2009 2010 

Single 
n 856 745 719 853 761 3934 

% 76.7 73.7 66.1 83.6 62.4 72.1 

Twin 
n 260 266 368 167 459 1520 

% 23.3 26.3 33.9 16.4 37.6 27.9 

Pearson Chi-square test results 2 =159.999;  df=4; P<0.001; Actual P=6.43 x10-33    R2=0.167. 
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Table 5. Distribution of birth type by maternal age, and 2 test results 

Birth Type N=5454 
Maternal age (dam age) 

Total 
3 4 5 6 

Single 
n 1950 1024 631 329 3934 

% 76.8 68.4 68.4 66.2 72.1 

Twin 
n 589 472 291 168 1520 

% 23.2% 31.6 31.6 33.8 27.9 

Pearson Chi-square test results 2 =52.604; df=3; P<0.001; Actual P=2.23 x10-11 , R2 =0.098. 

 

Chi-Square independence test results for the relationship 

between the birth type variable and both independent 

variables were found significant (p<0.001). When the 

actual probability value (P) is evaluated, it is seen that 

the relationship between the yield year and twin birth 

and the measure of this relationship (R2) is higher. 

According to the results of Chi-Square analysis, the R2 

value for the yield year and birth type correlation is 

0.167, and for the maternal age and birth type correlation 

is 0.098. According to these findings, each factor can be 

involved in the LR model and their effects are expected to 

be significant. 

3.3. Binary Logistic Regression Analysis Results 

The LR analysis results of the relationship between 

dependent variables and independent variables 

examined in the dataset handled as defined in the 

method section are summarized in Table 6. In the 

presentation of the findings, the criteria proposed by 

Şenel and Balatlı (2014) were taken into account. 

 

Table 6. Binary Logistic regression analysis results 

Factors  SEM Wald df P Exp () For EXP() CI 95%  

Lower Upper  

Yield year (a ) 153.940 4 <0.001    

2007 0.152 0.102 2.242 1 =0.134 1.165 0.954 1.422 

2008 0.520 0.096 29.229 1 <0.001 1.683 1.393 2.032 

2009 -0.433 0.111 15.180 1 <0.001 0.649 0.522 0.806 

2010 0.710 0.094 57.619 1 <0.001 2.034 1.693 2.443 

Maternal age( b ) 53.907 3 <0.001    

4 0.386 0.074 27.251 1 <0.001 1.472 1.273 1.701 

5 0.476 0.087 30.059 1 <0.001 1.610 1.358 1.909 

6 0.570 0.108 27.905 1 <0.001 1.769 1.431 2.186 

Constant -1.446 .081 321.584 1 <0.001 0.235   

(a) Reference year: 2006; (b) Reference maternal age (3 year old); 2LL= 6239.051; Cox and Snell R2 =0.039; Nagelkerke R2 =0.056; 

2(7)= 209.488 and P<0.001;  Hosmer and Lemeshow test: P=0.124. 

 

When the results of LR analysis were examined in the 

dataset, the effects of both yield year and maternal age on 

the dependent variable (birth type) were found to be 

significant (P<0.001), as in the FANOVA method. 

In terms of yield year, the twin-birth rates of 2006 are 

not different from 2007 but different from other years. 

When  and Exp() coefficients are examined, it is 

observed that 2009 was the year that reduced the twin-

birth rates. In addition, the highest twin birth rate 

occurred in 2010. The twin birth rate in 2010 is nearly 

double that of 2006 (Exp()=2.034). These findings in the 

LR analysis are quite similar to the findings obtained by 

the FANOVA method. 

When the findings related to maternal age are evaluated, 

it is observed that the effects of old ages (4, 5, 6) on twin-

birth rates are positive. Increase in twin birth rate 

regularly increased with increasing age, and the rate of 

twin birth in 6 older mothers was about 1.8 times more 

than 3 years-old mothers (Exp()=1.769). These findings 

related to maternal age are also consistent with the 

findings of FANOVA. 

In binary LR analysis, the results related to the model fit 

and related to what extent the model explains the 

variation in the dependent variable should be evaluated 

first. In this context, when Cox & Snell and Nagelkerke 

“pseudo” R2 statistics for model performance (Şenel and 

Alatlı, 2014) are evaluated, it is observed that both values 

are quite small (0.039 and 0.056, respectively). Şenel and 

Alatlı (2014) report that for good model performance, 

these statistics must be between the ranges of 0.20 and 

0.40. Another criterion that expresses to what extent the 

model explains the variation in the dependent variable in 

LR analysis is the Hosmer and Lemeshow statistics. This 

statistic is a probability value, and P> 0.05 indicates a 

good model fit (Çokluk, 2010). Here, since P=0.124 for 

the Hosmer and Lemeshow test statistic, it can be said 

that the model fit is good. 

3.4. Classification Tree Results 

The results of this method are presented as figure. In the 

dataset studied by the classification tree method, root, 

branch and leaf formation and nodes belonging to 
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homogeneous subgroups formed depending on birth 

type are shown in Figure 1. As seen in Figure 1, the 

effects of both studied factors on the birth type (twin 

born rate) are significant (P<0.001); while yield year is 

the first-degree effective factor, the maternal age is the 

second-degree effective factor. According to the CHAID 

algorithm, the data are summarized under 10 

homogeneous subgroups (nodes) in terms of the twin-

birth rate. According to age factor, 2007 and older years 

(here 2006 and 2007) were collected in the same node. 

The years of 2008, 2009 and 2010 are homogeneous 

within themselves in terms of years and heterogeneous 

groups between them. 2007 ended as the last node. 

However, other years were divided into two branches 

depending on maternal age. In terms of maternal age, 

these branches are in the form of 3-year-old dams and 

dams older than 3-years-old. The significance status of 

the examined independent variables (yield year and 

maternal age), and the differences belonging to 

subgroups of these factors respectively show similarity 

to the results of the FANOVA and LR Analyses. 

The characteristic that this method offers differently 

from other methods and is not found in other methods is 

that homogeneous groups in terms of twin birth rate and 

the lowest and highest twin birth rate groups are 

determined. The total twin-birth rate in the flock is 

27.9%. In 2009, the twin-birth rate was lowest with 

12.3% in 3-year old dams (node 7). The highest twin-

birth rate was in dams aged 4 and older (4, 5, and 6) in 

2010 with 44.2%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Classification Tree of factors that affect the birth type. 

 

3.5. Comparative Study of the Methods 

To be able to compare the studied methods, the 

information presented by the models is summarized in 

Table 7. In all three methods, the significance (P) of 

factors and the effect orders are similar. The most 

effective variable in all three methods is yield year, while 

the second is maternal age.  

When the different inferences of the methods are 

evaluated, it is seen that FANOVA additionally offers 

information about the interaction of factors. This 

information is not presented directly by the other 

methods. However, when the definition of interaction is 

taken into account, interaction can be inferred from the 

CT structure. In the CT structure, although the maternal 

age in all other years except 2008 is grouped as 3 years 

and other ages, the termination of the node in this year 

can be interpreted as the interaction of maternal age and 

the yield year. 

The LR method does not offer an inter-factor interaction 

information. However, based on a level defined for each 

factor, it presents the values, which the dependent 

variable will receive at other levels, as a layer of this 

level. This inference is not directly presented in other 

methods. The CHAID CT algorithm classifies different 

groups and presents homogeneous subgroups as more 

descriptive. In addition to a visual design, it also offers 

significance results and subgroup statistics.  

In FANOVA and LR methods, confidence intervals of point 
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estimates can also be shown. Classification trees do not 

offer an inference in this direction. 

FANOVA and LR methods provide R2 statistics. However, 

the CT algorithm does not report these statistics. In this 

research, R2 statistic is 0.895 for FANOVA. Cox and Snell 

R2 is 0.039 and Nagelkerke R2 is 0.056, for LR. The 

FANOVA and LR models are not comparable in the 

magnitude of the R2 statistic. FANOVA R2 statistics and 

LR R2 statistics are evaluated on their own. While the 

FANOVA R2 statistic is very close to one, Cox and Snell R2 

and Nagelkerke R2 statistics are well below the 0.20 to 

0.40 range. 

In the literature, any study comparing the ANOVA 

method and the LR and CT methods was not 

encountered. The results of some studies examining LR 

and CT methods are summarized below in terms of the 

method proposing. 

In their study in which the different forms of LR analysis 

and CT methods are examined comparatively, Vupa 

Çilengiroğlu and Yavuz (2018) reported that the method 

explaining the dependent variable best was the LR c=0.4 

form. In a study in which they studied CHAID analysis 

and LR analysis comparatively, Şata and Çakan (2020) 

considered the use of CHAID analysis more appropriate 

in classification studies because CHAID analysis gave 

more detailed and understandable results than logistic 

regression analysis and explained the common effect 

between independent variables. 

In this study, when the inferences of the methods are 

evaluated generally, it is seen that the results of all three 

methods are similar in terms of the significance of the 

independent variables, their significance order, and 

explaining the dependent variable. In addition, each 

method has its own inferences that are unique (and not 

in other methods). In this context, while FANOVA 

classifies interaction between factors, the LR method 

classifies layer values belonging to other subgroups 

based on one level of the factor. The CT, on the other 

hand, classifies data by presenting homogeneous groups 

at the last ends (nodes). 

 

Table 7. Summary results of the models 

Factors sd 

Factorial ANOVA Binary Logistic Regression Classification 

tree 

Test Statistic F P Wald Test Statistic P FR 

Yield Year 4 32.149 1.6E-26 (a) 153.940 2.91E-32 1st Factor 

Maternal age 3 16.657 9.0 E-11 53.907 1.17E-11 2nd Factor 

Interaction 12 1.653 =0.071    

Model  2318.460 0.0 (df=20) 209.448 1.12 E-41 (df=7) - 

Measures model fit R2=0.895(b )  R2 =0.039(c) R2 =0.056(d) P=0.124(e)  
(a)=1.6 x 10-26; ( b)= very close to zero; (c)= Cox and Snell R2=0.039; (d)= Nagelkerke R2=0.056 ; (e)= Hosmer and Lemeshov probability 

P=0.124;  Note: (b) vs (c) and (d) are not comparable, FR= factor ranking. 

 

4. Conclusion 
In conditions where the independent variables are 

discrete or continuous, but the dependent variable is 

binomial (binary), the appropriate method that analyzes 

the relationship between variables in a data structure of 

sufficient size is the binary LR method. If the number of 

observations is too large, binomial variables can also be 

analyzed with ANOVA. If the dependent variable is 

categorical, and the aim of the researcher is to 

summarize the data in homogeneous subgroups in the 

independent variable in terms of the dependent variable, 

the appropriate method is the classification tree. In this 

study, a dataset on which inferences could be made by all 

three methods was analyzed. In this context, the 

relationship between the dependent variable (birth type-

single or twin) and the independent variables (yield year 

and maternal age) in an Awassi sheep flock was 

examined. 

When the methods were examined comparatively, the 

following conclusions were reached: 

1) In all three methods, the significance (P) of factors 

and the effect orders are similar. In research, the 

yield year is more effective in all three methods, 

while the second is the maternal age. 

2) When evaluating the different inferences of the 

methods, it is seen that FANOVA additionally offers 

information on the interaction of factors. 

3) However, taking into account the definition of 

interaction, the researcher can obtain information 

about the existence of the interaction from the CT 

structure. 

4) Based on a level defined for each factor, LR presents 

the values, which the dependent variable will receive 

at other levels, as a layer of this level. This inference 

is not directly presented in other methods. 

5) The CHAID CT algorithm classifies different groups 

and presents homogeneous subgroups as more 

descriptive. In addition to a visual design, it also 

offers significance results and subgroup statistics. 

6) In FANOVA and LR methods, confidence intervals of 

point estimates can also be presented. Classification 

trees do not offer an inference in this direction. 

7) R2 statistics, which is a measure for the explanation 

level of a dependent variable by independent 

variables, are presented in the FANOVA and LR 

methods, but the CT algorithm does not report these 

statistics. However, FANOVA R2 statistics and LR R2 

statistics (Cox -Snell R2 and Nagelkerke R2 statistics) 
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are not comparable in terms of fit of FANOVA and LR 

models. 
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